
What is...machine learning in mathematics - part 11?

Or: How to ask good questions!?



Questions versus answers

▶ 42 = Answer to the ultimate question of life (but we forgot the question)

▶ Mathematics is the art of asking questions

▶ Goal (dream?) = let AI ask meaningful questions



Bottom-up and top-down

▶ Math literature (books, papers,...) is (almost entirely) bottom-up

▶ Math research is (almost entirely) top-down

▶ AI is great for bottom-up (e.g. formalization) but top-down needs good questions



Automated conjecturing

▶ Automated conjecturing = no humans, please!

▶ Problem Most conjectures obtained this way are “boring”

▶ In 2025 we still need a fix for this



Enter, the theorem

A (plain) neural network (NN) detected

labels for integer sequences with ≈50% accuracy

Quote: “[The results of this paper] seem to indicate that we can differentiate
mathematically interesting OEIS sequences from random sequences [using AI]”

▶ Labels means things like “nice” :

▶ OEIS = (the most important?) online encyclopedia of integer sequences



Many sequences followed Benford’s or Taylor’s law!?

▶ Example (Taylor’s law) The mean µ and the variance v in species data

appear to satisfy a power law v = Taµ
Tb ⇒ take log ⇒ get slope s,

intercept b and correlation coefficient r

▶ Quote An interesting open question to investigate is why so many OEIS

sequences follows s = 2r so closely



Thank you for your attention!

I hope that was of some help.


