Or: What is...proving with Al?



The slogan

What problems are a good fit for

these tools?

If we put a thousand ea

ger undergraduates in a room and give them this
problem, how likel

ly is it that they will succeed?

© AlphaEvolve is like having 1000 eager undergraduates in a room, who
are excited to work on your problem

@ They will read every possible
combine the ideas in the
understand them or not

paper they think is related, and try to
m in all sorts of crazy ways, whether they

® They will zoom in on any idea that gets them a high score

If a problem can be solved this way, then AlphaEvolve will do well on it. If
the problem needs genuine new ideas, AlphaEvolve will probably not find it

Finding nteresting math ts ith ML S¢p, 2025

» Above Photo from one of Adam Wagner's (Google DeepMind) slides
» AlphaEvolve = LLM-type Al to autonomously discover and refine “things”

. , il
» In general This is what LLM-type Al can do in 2025 = Let's exploit this!



Example of the slogan

AlphaEvolve: A coding agent for scientific and algorithmic dis

From the
AlphaEvolve
paper:

Figure 5 | Examples of SOTA-breaking i ions di with AlphaE-
volve. The versatility of AlphaEvolve allows us to tackle problems in analysis (autocorrelation
and uncertainty inequalities), geometry (packing and minimum/maximum distance prob-
lems) and combinatorics (Erdés’s minimum overlap problem and sums and differences of
finite sets).
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» You can do _ with enough people and good coordination

» Example How big does a hexagon need to be to fit 12 unit hexagons inside?



An example from my research

Think longer for this one.

(+case (1)2_{nml=Clnk)-Cln k1) k=(rm)/2*)
aln, m =
Module[(k = (n - m)/2), safeBinomin, K] - safeBinomin, k- 1]J;

Ihave the below sequence a[n,m]. | know that bin]=sum_m a[n,m]is
asymptotically Sart{2/pil*nA(1/2)+2n.

Forl>2, \(m=-1 mod ) aln,m],

=
has the asymptotic of bfn] divided by .
How to prove that?

(sbinomial that is 0 unless k s an integer in[0,n]*)
safeinomin_ k ] := If{integerQ[k] &80 <= k <= n, Binomial[n, K, 0}
(vcase (1)a_(nm}=Clnk)-Cln k1) k=(rm)/2%)
anm]:
Module[(k = (n - m)/2),safeBinomin, K] -safeBinomin, k- 1]J;

(4

Thought for 3m 175

Let . 3 pin
down what b, really s For that array, lean proof
asymptoticaly by /I for any fixed > 2 (with an explicit error term).

1) What your a,, ,, counts and what b, actually is
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with

» Above | asked a question to ChatGPT on a lemma within a research paper

» Result? The proof it gave was not correct, but it had the right idea and | was
able to fill in the details myself

> It knows the literature, so it can piece things together that you did

not expect to fit together, but it does that in a bit of a wacky way




Another example: Finding proofs by counterexample-first
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» Setup Encode the claim as checks; choose a finite search space and a verifier
(Sage/Magma/Lean/SnapPy)

» Al's role Propose families, write the generator/shrinker, and triage
candidates; keep only verified failures

» | Payoff Either a minimal counterexample or sharper hypotheses, making the
final proof short and clean



Humans and Al

Article https://doi.org/101038/541562-024-02024-1

Human-Al syneray b Human igmentation

From the paper
When combinations of humans
and Al are useful: A systematic

review and meta-analysis

> _ If a human is better than the Al at a task by themselves,
then teaming up often boosts performance

» As a working mathematician you can exploit and guide your own intuition

> Because proofs often have literature-reading parts (which Al does well)

and parts needing insight (which humans do well)



| hope that was of some help.



